
A Markov Logic Network (MLN)     is 
defined by weighted formulas                  .

a1 Vaccine(𝑥) ⇒ ¬Covid(𝑥)

a2 Covid(𝑥) ∧ Contact(𝑥, 𝑦) ⇒ Covid(𝑦)
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Regularization improves generalization.
In the plots on the right, the average 
log-likelihood improvement across 
test domains of different sizes is 
displayed.

Relational data is becoming ever larger. 
Often only a subsample of the data is 
observed. 

Can we use a subsample to learn an 
accurate model for the larger structure?

PARAMETER ESTIMATION

Maximum Likelihood (ML) estimate:

ML estimate for a subsample:

However1:

PROBLEM STATEMENT

Can we analyze the relation between 

𝑃𝜙
𝑛

and 𝑃𝜙
𝑛+𝑚

to get better ML 

estimates for Pn+md.wna?

We use L1 and L2 regularization, 
and Domain-Size Aware Markov 
Logic Networks2 that downscale 
parameters:

Reducing parameter variance ...

THEORETICAL CONTRIBUTION

... increases marginal likelihood

... decreases KL divergence

WEIGHT DECOMPOSITION

MARKOV LOGIC

We can then use this decomposition to bound the weight of a structure:

We can decompose the weight of a structure as:
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Connection weights

An MLN     induces a distribution over 
structures of size n.:
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